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A B S T R A C T

Pseudo-healthy synthesis is the task of creating a subject-specific ‘healthy’ image from
a pathological one. Such images can be helpful in tasks such as anomaly detection and
understanding changes induced by pathology and disease. In this paper, we present a
model that is encouraged to disentangle the information of pathology from what seems
to be healthy. We disentangle what appears to be healthy and where disease is as a
segmentation map, which are then recombined by a network to reconstruct the input
disease image. We train our models adversarially using either paired or unpaired set-
tings, where we pair disease images and maps when available. We quantitatively and
subjectively, with a human study, evaluate the quality of pseudo-healthy images using
several criteria. We show in a series of experiments, performed on ISLES, BraTS and
Cam-CAN datasets, that our method is better than several baselines and methods from
the literature. We also show that due to better training processes we could recover de-
formations, on surrounding tissue, caused by disease. Our implementation is publicly
available at https://tobeprovided.upon.acceptance.

© 2020 Elsevier B. V. All rights reserved.

1. Introduction

Pseudo-healthy synthesis aims to generate subject-specific
‘healthy’ images from pathological ones. By definition, a good
pseudo-healthy image should both be healthy and preserve the
subject identity, i.e. belong to the same subject as the input. The
synthesis of such ‘healthy’ images has many potential applica-
tions both in research and clinical practice. For instance, syn-
thetic ‘healthy’ images can be used for pathological segmenta-
tion, e.g. ischemic stroke lesion, by comparing the real with the
synthetic image (Ye et al., 2013; Bowles et al., 2017). Similarly,
these ‘healthy’ images can be used for detecting which part of
the brain is mostly affected by neurodegenerative diseases, e.g.
in Alzheimer disease, a more challenging task because of the
global effect of these diseases (Baumgartner et al., 2018).
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However, devising methods that achieve the above task re-
mains challenging. Methods relying on supervised learning are
not readily applicable, as finding both pathological and healthy
images of the same subject for training and evaluation is not
easy, since a subject cannot be ‘healthy’ and ‘unhealthy’ at the
same time. Even though the use of longitudinal data could per-
haps alleviate this, the time difference between observations
would introduce more complexity to the task by adding as a
confounder ageing alterations on the images beyond the mani-
festation of the actual disease.

Prior to the rise of deep learning, approaches were focused
on learning manifolds between ‘healthy’ and ‘diseased’ local
regions at the patch (Ye et al., 2013; Tsunoda et al., 2014) or
even voxel level (Bowles et al., 2016). However, the extent that
these methods could capture global alterations of appearance,
due to disease, remained limited.

Recently though, the advent of deep learning in medical
imaging (Litjens et al., 2017) has led to new approaches to
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Fig. 1. The challenge of preserving identity. (a) shows an example of
identity loss in the generated ‘healthy’ image. (b) shows a failure example
of one-to-many problem (described in Section 3.2). (c) shows an example
obtained by our method which preserves identity well. From left to right
are the pathological image, pseudo-healthy image and the reconstructed
image (if any), respectively. The example is taken from the ISLES dataset.

pseudo-healthy synthesis. Schlegl et al. (2017) and Chen and
Konukoglu (2018) for example, scaled up the approach of man-
ifold learning to the image level with convolutional architec-
tures. More recently, adversarial approaches allowed learning
mappings between the healthy and pathological image domains
(Baumgartner et al., 2018; Sun et al., 2018).

1.1. Motivation for our approach

We follow the same spirit, but differently from previous
works our method focuses on disentangling the pathological
from the healthy information, as a principled approach to guide
the synthetic images to be ‘healthy’ and preserve subject ‘iden-
tity’. Figure 1(a) illustrates an example of identity loss. Thus,
while our goal is to come up with an image that is healthy look-
ing, we also aim to preserve identity such that the generated
image belongs to the same input subject.

We use cycle-consistency (Zhu et al., 2017) to help preserve
identity but this introduces the so-called one-to-many problem
(detailed description in Section 3.2), where due to lack of infor-
mation in the pseudo-healthy image we may now lose identity
in the reconstructed image (see Figure 1(b)). Our approach, by
disentangling the information related to disease in a separate
segmentation mask, circumvents this and helps enable many-
to-many mappings (see Figure 1(c)).

1.2. Overview for our approach

A simple schematic of our proposed 2D method is shown in
Figure 2. The proposed network contains three components to
achieve our goal during training: the Generator (G) transforms
a pathological image to a pseudo-healthy one; the Segmentor
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Fig. 2. Schematic of our approach. A pseudo-healthy image x̃h is generated
from the input pathological image xp by the Generator (G); a pathological
mask m̃p is segmented from xp by the Segmentor (S); finally a reconstructed
image x̂p is reconstructed from x̃h and m̃p by the Reconstructor (R).

(S) segments the pathology in the input image; finally, the Re-
constructor (R) reconstructs the input pathological image by
combining the ‘healthy’ image with the segmented mask and
closes the cycle. The segmentation path is important to pre-
serve the pathological information, and the reconstruction path
involving the cycle-consistency loss contributes to the preserva-
tion of the subject identity. Note that during inference we only
use the Generator and Segmentor.

The proposed method can be trained in a supervised manner
using paired pathological images and masks. However, since
manually annotating pathology can be time-consuming and re-
quires medical expertise, we also consider an unpaired setting,
where such pairs of images and masks are not available. Over-
all, our method is trained with several losses including a cycle-
consistency loss (Zhu et al., 2017), but we use a modified sec-
ond cycle where we enforce healthy-to-healthy image transla-
tion to help preserve the identity.

1.3. Contributions
The main contributions of this work are the following:

• We propose a method for pseudo-healthy synthesis by dis-
entangling anatomical and pathological information, with
the use of supervised and unsupervised (adversarial) costs.

• Our method can be trained in two settings: paired in which
pairs of pathological images and masks are available, and
unpaired in which there are no corresponding segmenta-
tions for the input images.

• We introduce quantitative metrics1 and subjective studies
to evaluate the ‘healthiness’ and ‘identity’ of the synthetic
results, and present extensive experiments comparing with
four different methods (baselines and recent models form
the literature), as well as ablation studies, on different MRI
modalities.

• We observe that our method may have the capacity of cor-
recting brain deformations caused by high grade glioma,
and propose a metric to assess this deformation correction.

1Most existing works on pseudo-healthy synthesis do not directly focus on
the quality of the synthetic images but offer indirect evaluation: either through
performance improvements (if any) on downstream tasks, or qualitatively with
visual examples. Herein, since the application of pseudo-healthy synthesis
heavily relies on the fidelity of the synthesised image, we directly evaluate it.
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